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ABSTRACT
Many empirical studies focus on socio-technical activity in social
coding platforms such as GitHub, for example to study the onboard-
ing, abandonment, productivity and collaboration among team
members. Such studies face the difficulty that GitHub activity can
also be generated automatically by bots of a different nature. It
therefore becomes imperative to distinguish such bots from human
users. We propose an automated approach to detect bots in GitHub
pull request (PR) activity. Relying on the assumption that bots con-
tain repetitive message patterns in their PR comments, we analyse
the similarity between multiple messages from the same GitHub
identity, using a clustering method that combines the Jaccard and
Levenshtein distance. We empirically evaluate our approach by
analysing 20,090 PR comments of 250 users and 42 bots in 1,262
GitHub repositories. Our results show that the method is able to
clearly separate bots from human users.
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1 INTRODUCTION
Contemporary open source software development often takes place
through online distributed social coding platforms such as GitHub [25].
Software projects use git repositories to which their collaborators
contribute by using distinct GitHub identities to commit changes,
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submit and review pull requests, and provide comments. In ad-
dition, projects are increasingly relying on automated bots that
use one or more GitHub identities to carry out routine tasks and
to interact with project members. Such bots have been shown to
improve collaborative development [4, 8, 17, 28], for example by
improving software quality through automated refactorings [31],
by generating patches for bugs [21], by supporting continuous in-
tegration [2] and by automatically closing abandoned issues and
pull requests [29].

On the other hand, the presence of such bots raises a wide variety
of issues that call for the need of detecting them in an automated
way. From an ethical point of view, human contributors should have
the ability and the right to know whether they are interacting and
discussing with a bot or with a human contributor. Specific projects
or platforms may provide guidelines or impose specific rules that
need to be respected by bots. Privacy regulations (such as the Eu-
ropean GDPR) may differ depending on whether a contributor is
a bot or a human. Identity merging algorithms [10, 15, 30] should
take into consideration the presence of bots to avoid accidentally
merging them with humans and hence artificially inflating their
contributions. This is especially important if human contributors
need to be accountable for or accredited for their own contribu-
tions. In a more general sense, the presence of bots makes it difficult
for empirical studies to distinguish human behaviour from auto-
mated behaviour [19]. This can potentially lead to important biases
when conducting socio-technical analyses based on historical data
mined from software repositories (e.g., [6, 22, 26]), such as studies
that aim to get insight into and improve social aspects such as
onboarding [5], abandonment [7], team productivity [20, 27] and
team collaboration [24].

Bots are quite common in social environments like Twitter and
Wikipedia and methods have been proposed to identify bots accord-
ing to the characteristics of their activity and their messages [3,
11, 16]. On social coding platforms such as GitHub, the current
way of distinguishing bots from humans is mainly a manual and
effort-prone process that is not easily reproducible. Simple heuris-
tics, such as looking for the presence of the string “bot” in the user
identity or user profile are not very reliable either, as they tend to
lead to many false positives and false negatives.

We therefore propose an automated approach for detecting bots
in GitHub repositories, based on their commenting activity in pull
requests (PR). The approach is based on the hypothesis that bots
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Table 1: Examples of repetitive message patterns observed in PR comments of bots contributing to GitHub repositories for
Cargo projects. The . . .part of the message tends to vary across different comments.

bot name PR comment message patterns

coveralls [![Coverage Status]. . .Coverage increased (+. . .%) to . . .% when pulling . . . on . . . into . . . on . . . .
[![Coverage Status]. . .Coverage decreased (-. . .%) to . . .% when pulling . . . on . . . into . . . on . . . .
[![Coverage Status]. . .Coverage remained the same at . . .% when pulling . . . on . . . into . . . . on . . . .
## Pull Request Test Coverage Report for [Build . . . ]. . .

homunkulus The latest upstream changes (presumably . . . ) made this pull request unmergeable. Please resolve the merge conflicts.
:brokenheart: Test failed - [status-travis]. . .
:hourglass: Testing commit . . .with merge . . .
:pushpin: Commit . . . has been approved by . . .

CLAassistant All committers have signed the CLA.
Thank you for your submission, we really appreciate it. Like many open source projects, we ask that you sign our [Contributor License Agreement](. . . )
before we can accept your contribution

rfcbot . . . proposal cancelled
Team member . . . has proposed to merge this. The next step is review by the rest of the tagged teams: . . .
:bell: **This is now entering its final comment period**, as per the [review above]. . . . :bell:
The final comment period, with a disposition to **merge**, as per the [review above]. . . , is now **complete**.
The final comment period is now complete.

tend to produce comments that very frequently feature sets of repet-
itive message patterns in their comments, whereas the variation in
the comments made by humans is expected to be higher. Table 1
provides anecdotal evidence of this hypothesis by showing some
examples of manually identified bots in Cargo projects hosted on
GitHub. Although each of these bots serves a very different purpose,
they all reveal repetitive message patterns.

Based on the above hypothesis, we present a technique to iden-
tify bots by computing, for each GitHub identity (which can be
a human or a bot), the pairwise distance between its comment
messages, clustering these distance metrics to take into account dif-
ferent groups of repetitive message patterns, and using quantitative
information about these clusters to distinguish bots from humans.

2 DATASET
To conduct an empirical study we need a dataset containing his-
torical data of many distinct GitHub repositories and contributor
identities. Following the advice of Kalliamvakou et al. [13] we need
to avoid repositories that have been created merely for experimen-
tal or personal reasons, or that only show sporadic traces of PR
comments. Good candidate datasets are collections of repositories
associated to the collaborative development of open source soft-
ware packages for specific programming languages. For example,
the Cargo package registry for the Rust programming language
(crates.io) contains over 34K packages of which 77% are being de-
veloped on GitHub.

We relied on version 1.2.0 of the libraries.io datadump to ex-
tract the metadata of more than 15K Cargo packages [14] and their
associated git repositories. Many packages share the same git repos-
itory. We ignored all packages that did not have any associated git
repository or whose git repository was not hosted on GitHub. In
addition, some git repositories were no longer available at the time
of data extraction, restricting our initial dataset to 9,954 GitHub
repositories.

For each of these repositories, we used the GitHub API to extract
all PRs submitted during a 3-month period (from March to June
2018). Only 1,445 of the considered repositories had PRs within
that time period, accounting for 19,632 PRs, including more than

109K distinct comments submitted by 3,250 distinct identities. Since
our aim is to identify bots based on their commenting activity we
require a sufficient number of PR comments per identity. Hence,
we ignored identities with fewer than 20 comments.

To validate our approach we need a ground truth of bot identities.
To this end, we identified bots based on a combination of different
methods. First we gathered evidence of bots that were reported by
other researchers [1, 2, 8, 28, 29] and websites.1 We also checked
for presence of the word “bot” in the name and profile information
of each GitHub identity, as this is frequently the case [28].

For all such identities two distinct authors of this paper manually
and independently verified whether the identity was actually a
bot, and false positives were removed. To gather instances of false
negatives, i.e., bots without the word “bot” in their name (e.g.,
“bors”) we manually eyeballed all identities in our dataset to look
for further evidence of bot presence until we reached a sufficient
number of bot identities to be able to carry out a proper evaluation.
In this way, we managed to identify 42 bots in our dataset, and at
least two authors of this paper independently confirmed their bot
status. Out of these 42 bots account, 17 cases (i.e., about 40%) do
not contain the string “bot” in their username.

Since our initial dataset contains, as one would expect, many
more human identities than bot identities, we manually selected
250 random distinct human identities for inclusion in the analysis.
Again, these identities were manually verified and confirmed to be
real humans by at least two authors of this paper. Table 2 summa-
rizes the characteristics of the reduced dataset we have used for
our case study.

Table 2: Summary of the dataset for the case study

Humans Bots Total

GitHub identities 250 42 292
PR comments 16,430 3,660 20,090
GitHub repositories 692 694 1,262

1e.g., https://github.com/mairieli/awesome-se-bots

crates.io
https://github.com/mairieli/awesome-se-bots
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It is important to point out that, although the proportion of
humans and bots considered for our analysis (i.e., 250 against 42)
does not reflect the proportion in the full dataset, where there is a
significantly higher proportion of humans, this will be of no impact
on our approach as it will solely rely on analysing the comments
of individual accounts.

3 APPROACH AND RESULTS
The approach we propose is based on the assumption that bots ex-
hibit more repetitivemessages than humans, since they are expected
to automate repetitive tasks. As a consequence, we expect messages
made by bots to be more similar than messages made by humans.
To measure this similarity, we rely on two well-known metrics: the
Levenshtein edit distance [18] and the Jaccard distance [12].

The Levenshtein distance 𝑙𝑒𝑣 (𝐶1,𝐶2) quantifies the difference
between two character sequences 𝐶1 and 𝐶2 by counting the num-
ber of single-character edits (insertion or deletion of a character, or
a substitution of a character by another one). In this paper, we rely
on the normalized Levenshtein distance:

L(𝐶1,𝐶2) =
𝑙𝑒𝑣 (𝐶1,𝐶2)

𝑚𝑎𝑥 ( |𝐶1 |, |𝐶2 |)
The Jaccard distance 𝐽 (𝐶1,𝐶2) compares the number of distinct

commonwords in𝐶1 and𝐶2 with the total number of distinct words
in 𝐶1 and 𝐶2. If 𝑤𝑜𝑟𝑑𝑠 (𝐶) denotes the set of words in 𝐶 , then the
Jaccard distance between 𝐶1 and 𝐶2 is computed as:

J (𝐶1,𝐶2) = 1 − | 𝑤𝑜𝑟𝑑𝑠 (𝐶1) ∩𝑤𝑜𝑟𝑑𝑠 (𝐶2) |
| 𝑤𝑜𝑟𝑑𝑠 (𝐶1) ∪𝑤𝑜𝑟𝑑𝑠 (𝐶2) |

For each considered identity in the dataset, we computed the
Levenshtein and Jaccard distance of all its pairs of PR messages.
Figure 1 shows for each identity (distinguishing between humans
× and bots •) the mean Levenshtein and mean Jaccard distance
between its pairs of messages. We observe that the two distances
produce very similar results (Pearson correlation 𝑟 = 0.97), espe-
cially for identities corresponding to bots (𝑟 = 0.94 as opposed to
𝑟 = 0.79 for humans).
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Figure 1: Mean Levenshtein and Jaccard distances between
pairs of messages, per identity.

The presence of points outside the diagonal of Figure 1 (dotted
grey line) however indicates that both distance metrics are not
redundant. This is not surprising since, by definition, they are com-
plementary in that they focus on different aspects of the messages
being compared: the Jaccard distance is based on a set difference
and takes lexical diversity into account; whereas the Levenshtein

distance is based on a string edit distance, thereby taking the se-
quential structure of the message into account.

We also observe from Figure 1 that both distance metrics seem
to be relatively effective in distinguishing humans from bots: as
expected, the majority of humans have higher mean distances than
bots. For instance, half of the humans have a mean distance of 0.92
for Jaccard and 0.83 for Levenshtein, whereas half of the bots have
a mean distance of 0.06 for both metrics. Nevertheless, neither of
these two metrics taken individually makes it possible to correctly
discriminate bots in the set of considered identities. Even if humans
can be identified on the basis of higher mean distances, this does
not effectively distinguish them from bots, since we observe that
some bots also have such high mean distances. Manual inspection
of these bots revealed that, while they do have repetitive messages,
these messages follow several distinct patterns, implying a higher
distance value when two messages belonging to different patterns
are compared.

Since the distance between messages does not take into account
the presence of several patterns in messages belonging to bots,
we apply an intermediate clustering step on the messages of each
identity. This step aims to identify the number of patterns used
by each identity. Indeed, as human messages tend to be more di-
verse in content than bot messages, we expect them to be spread
across many small clusters, whereas we expect bot messages to be
concentrated in a small number of large clusters.

For this clustering step we relied on DBSCAN [9, 23], a common
density-based spatial clustering algorithm. Other clustering tech-
niques could have been used for this task as well, but DBSCAN has
the advantage of not requiring to specify the number of expected
clusters. Moreover, it can generate clusters of unequal sizes and
allows clusters to contain a single item. Since we observed from
Figure 1 that Levenshtein and Jaccard distances are not redundant,
we combined them for the clustering task, as follows:

D(𝐶1,𝐶2) =
L(𝐶1,𝐶2) + J (𝐶1,𝐶2)

2
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Figure 2: Number of clusters (= message patterns) and num-
ber of considered messages per identity.

Figure 2 shows the number of resulting clusters and the num-
ber of considered messages for each identity. We observe a clear
separation between, on the one hand, bots having a lower number
of clusters regardless of the number of messages and, on the other
hand, humans with a variable, larger number of clusters.

Distinguishing bots and humans based on the number of clus-
ters seems promising, since all 42 bots have 10 clusters or fewer,
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while 249 out of the 250 humans have at least 14 clusters. The
remaining human contributor has exactly 10 clusters. Manual in-
spection of the messages of this specific contributor revealed that
this contributor performs code reviews through an external tool
that automatically generates specific and repetitive headers and
footers in each message. This contributor had only 23 messages
in our dataset, resulting in a lower number of clusters than other
humans, close to the numbers we observed for bots.

As a result, classifying bots based on a threshold of 10 clusters
(dotted grey line in Figure 2) achieves a recall of 100% and an
accuracy of 97.7%.

4 DISCUSSION
In this paper, we proposed an automated approach for distinguish-
ing bots from human contributors in GitHub repositories, based
on their commenting activity in pull requests. The approach is
based on the assumption that bots tend to produce comments that
very frequently feature sets of repetitive messages. Such sets are
identified by means of a clustering step based on a combination of
the Levenshtein and Jaccard distances. The results we obtained are
promising, since we found that the number of clusters (i.e., patterns)
permits distinction of bots from humans, and that a value of 10
clusters is a discriminating threshold resulting in only one misclas-
sified contributor in our setup. Moreover, the approach allowed us
to identify bots that were not detected by existing methods so far.

The main limitation of our work stems from the size of the
dataset containing only 292 GitHub identities. A larger dataset will
enable us to perform hyper-parameter tuning, notably to assess the
impact of the number of messages that must be considered for each
identity. We expect the model to be more accurate when presented
with more messages, as fewer messages will most likely lead the
approach to misclassify contributors making use of some repetitive
messages (e.g., “Thanks!”), or making heavy use of commands in
their comments (e.g., “bors +r”, used to merge a pull request).

The dataset we relied on contains only repositories related to
Cargo packages. Including a larger and broader set of repositories
will certainly lead us to discover wider variety of bots. We are con-
fident that our approach will generalise to other types of bots since
bots tend to rely on a limited set of patterns for their interactions.
Although we did not encounter any bot that exhibited more than
10 different message patterns, some bots can be set up to produce
different message patterns in different projects, thereby inflating
the number of clusters reported by DBScan. Even though this did
not happen for the cases considered in our current study, it could
possibly lead to some bots being misclassified as humans.

Moreover, we focused on comments made in pull requests, but
other data sources can be considered as well. We expect our ap-
proach to generalise to issue comments, pull review comments and
commit comments.

Therefore, an obvious future work is to create a much larger
dataset, including more (non-Cargo specific) repositories, with
more (types of) comments and, consequently, of bots. Creating
such a dataset is not a trivial task, though. Although data collection
is made accessible thanks to data sources such as the GitHub API,
the creation of a ground truth requires the manual tagging of bots
and humans, which is a very laborious and time-consuming task.

We are convinced that publicly releasing such an annotated dataset
will be very valuable for the research community, especially given
the difficulty to create and obtain it.

As soon as we are able to validate the proposed approach on
a much larger dataset, we aim to implement the resulting model
within a tool or as a reusable software library. Such a tool would take
an identity as input, and would analyse its comments to indicate
whether this identity corresponds to a bot or to a human contrib-
utor. This kind of tool could be very valuable, notably to support
empirical studies of software repositories that need to distinguish
between bots and humans on a large scale.

5 CONCLUSION
When carrying out socio-technical empirical studies based on his-
torical data mined from GitHub repositories, it is important to be
able to distinguish bots from human contributors. We proposed
an approach to do so based on PR commenting activity in GitHub
repositories. Relying on the assumption that bots use a limited set
of repetitive message patterns in their PR comments, we proposed
to detect bots by computing clusters of similar messages produced
by each GitHub identity, based on a combination of the Jaccard and
Levenshtein distance.

Relying on the pull request comment activity in GitHub reposi-
tories of Cargo packages, we randomly selected 250 active human
contributors and 42 distinct bots that were manually verified to
obtain a ground truth against which to evaluate the approach. Tak-
ing into account over 20K PR comment messages, our approach
revealed that bots consistently exhibit fewer message patterns than
humans, making this a discriminating feature to detect bots.

These results are very encouraging, but further work is still
required to refine the parameters of the approach, and to validate
the resulting model on a larger dataset.
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